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Mesh and Torus Chaotic Routing

Kevin Bolding and Lawrence Snyder
Department of Computer Science and Engineering

University of Washington. Seattle

Abstract
The chaos router is an adaptive nonminimal message router for muiticomputers that is

simple enough to compete with the fast. oblivious routers now in use in commercial machines.
It improves on previous adaptive routers by using randomization, which eliminates the need for
complex livelock protection and speeds the router.

The two-dimensional chaos router is shown to be theoreticaily sound and physically realiz-
able. Extensive zimuiation studies compare chaos routing with oblivious and deflection routing
in mesh and torus networks. Chaos routing is shown to be competitive for mesh networks and
-uperior for torus networks. This high performance is. perhaps. unexpecteo for th mesh since
there is no finite hound on the delivery tine of any message.

1 Introduction

Chaotic routing is a randomizing. adaptive, message routing technique that has previously been
shown (in simulations) to be effective for the binary n-cube ihypercube) topology jICS91J. The
technique is nonminimal. i.e. messages do not necessarily take minimai paths to their destinations.
and randomization plays a critical role in preventing livelock. i.e. in preventing messages from
continually circulating in tlie network without being delivered [KS901. Though the principles apply
as well to batched message communication, chaotic routing assumes a continuous workload where
messages are presented at the nodes for injection into the network at random real (or fine-grain
discrete) times. Routine decisions are made locally in the routing nodes based on the destination
address stored in the headers of the messages and the avaiiabilitv of outeoing cnanneis. Messanes
*an 'rut-througii' :odes if an outgoing channel is immediateiv available. it tihey may also io

,tored in the node if all oiitnoin channeis are blocked, motivating short. e.,. 20 flit. :nessages.
Chaotic routing's success on the hypercube suggests that it migiht be effective for other topolo-

gies. Networks of low dimension are important because the trend in parailel computer design i-
towards mesh and tortis based communication structures such as in the lNtel Paragon. the Tera
computer. and the (.'aitech Mosaic. But applying -,chaos" in two dimensions poses severai prob-
lems. First. chaotic routing rplies on theoretical foundations,. the theorems of which have only been
proved for hypercubes. This is easily remedied )y the results in .\ppendix B. The socond problem
is subtle and applies to any nonininimal adaptive i'outer.

In a mesh with uniform random traffic. there is a "'hot spot- ii the '-iter of the mesh. That
is. the shortest message paths between two points tend to cross the center of the mesh. causing the
resources in the center of the network (wires. buffers. etc.) to be more heavily used (see Figure
1). All adaptive routers will itrv to use these paths. but nonminimai adaptve routers. when tihey
oncounter congestion. will try to "'deroute' a message away from the congestion. In such cases the
!ot spot call act as a barrier ofF of which messages can "bounce": That is. t lie forward paths are all
congested. the inessage is derouted --backwards". and starts forward aain. ;lot having moved (or
been able to move) awa*y from the congestion. rhough all nonminimai adaptive roumers are sub iec t
to this type of behavior. tle alifect on performance v;ries depenauin on tie iv p, o 'ou ter.
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Figire 1: Average injection delay for a 256-node mesh.

Priority adaptive routers time stamp each message and routing is governed i) t e rule: oldest
iessage first. Thus. messages bouncing off the hot spot will eventually age enougi to be routed
- " t.ugh it. latters are not so certain for the chaos router. however. The primary advancement oi

"h Sti'c' touters fKSg01 that they eliminate the time stamping and the time consuming prioritiza-

ontib. replacing it with a reli .nce on randomization. But there is no mechanism that can assure the

deivery of a imiessage in a fixed finite time. A message can continue bouncing off the hot spot for an

arbitarily long period 6f time. Beause of the probabilistic fivelock freedom proved in Appendix
we kn6w that the probability that the message has not been delivered in t steps goes to zero as t

ifticreases. So we can be confident that the message will be delivered eventually. But it could take
a,,very very long time. lea'ifig us with the question: Does chaotic routing work for the mesh?

'In this paper. besides proving the "'necessary theorems- for two-dimensionai chaotic routine.

w:e,,present simulation results comparing chaotic routers with oblivious touters and deflection. ui

'h6t potato." routers on the nesh and torus topologies of sizes i4. 256 and 1024 nodes for Iot It
uniform random and hot spot loads. Three highlights are worth noting:

* On the mesh. chaotic routing performs as weii as oblivious and deflection routine in throuun-
put and latency for uniform traffic.

Thus. chaotic routing does work on a mesh. and in fact works about as well as other routers ihen

the traffic is uniform.

* On the mesh chaotic routing performs better than oblivious and deflection routing in through-
put and latency for nonuniform hot spot traffic.

Since it is likely that programs exhibit nonuniform traffic patterns the performance in such cases
is perhaps more significant.

* On the torus chaotic routing is decidely superior to oblivious and deflection roinng in throuoii-
put and latency.

The torus has better bisection bandwidth and better worst case path length than a mesh of binilar

4ize at the cost of r. few 4,xtra wires. Its cc.'tex t'ansitice property aids the chaos router in giving
it significantly better performance. The chaotic torus ,touter is the best two dimensio:,al packet
router to our knowledge and thus a candidate for tile next generation parallei computers.
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2 Relationship to Previous Research

Borodin and Hopcroft [BH85] use the term oblivious to refer to routers for which the path of any
..iiesage is completely determined by its (source. destination] pair. They proved that oblivious
routers in all N node. d degree topology require /VN/d 3/2 steps to route some permutations. The
poor worst case performance and their fault intolerance would doom oblivious routers for use in
-fiulti:omputers were it not for the fact that they are extremely simple. and thus fast. Accordingly.
,oblivious routers are the state-of-the-art for MIMD multicomputers such as those built by Intel.
Ametech and NCUBE. Daily, Seitz and Flaig introduce oblivious routers of the type considered
'here for the mesh [Fla87] and torus [DS86 topologies.

Randomization was first applied in the context of message routing b% Valiant and Brebner
VB811. though in a way quite different from the chaotic approach. Their technique - select a
random intermediate destination for every message, route the message to that destination and then
on-to the true destination - was applied to batched routing in a hypercube. It could obviously be
applied, continuously (CS861 and in two-dimensional topologies. The main difficulty with this tVpe
oi randomization is that it doubles the expected path length of any message.

An adaptive mesh router was proposed by Ngai and Seitz fNS891. but it differs from the chaotic
approach'by using timestamps and prioritization to prevent against livelock. Comparisons between
,prioritized and chaotic rduters have been performed [KS91. Adaptive wormhole routing using
Oiitual channels has been studied by Duato [Dua9l).

..Hot potato" or deflection routing is another scheme capable of adaptive routing [Smi8i. Max89.
F-S91. Smi89J. The approach is synchronous and the time step is long enough to transmit an entire
packet. At each step the incoming messages are paired with outgoing channels and are transmitted
in, the next step. The pairing is done in a variety of ways: Certain deterministic algorithms
attempt to maximize the number of messages sent out productive channels. while others use a
-gieedy algorithm with random selection. Those messages not receiving a productive channel are
--deflected." i.e. derouted. out any available channel. Deflection routing differs from chaotic routing
iiiseveral ways: Chaotic routing is not batched. i.e. does not require all headers to he present at
once. thus permitting fast self-timed or high clock rate implementations. and better utilizatiou
of channels since messages can cut through. i.e. messages can be "in" multiple routers at once.
Chaotic routing permits messages to wait for forward traffic to clear, thus reducing time consuming
deroutes which necessarily delay the packet at least two "message times". Pausing for traffic to clear
cushions the affects of bursts. Finally. chaotic routing resorts to derouting only under cond'
of high load. when slower performance is inevitable. .

3 Chaos Router Design

The chaotic router studied here is a two dimensional variant of the hlypercube chaotic router
(KS91). The basic design of the chaos router is similar to a typical oblivious virtual cut-through

router. with input and output frames connected by a crossbar switch. and hardware to increment or
decrement the headers of messages as they pass through (see Figure 2). Two primary distinctions
exist. though. The first is that the routing relation no longer specifies a single channel to traverse
ne:xt. but instead a set of equally profitable channels. The first available profitable channel wiil
be chosen for routing. The second distinction is the addition of a small (5 message) buffer. dhe odes
.VultiQueue. which holds messages for which ,no profitable channels are immediately avaiiable. Since/or

..d . -Sol
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Figure 2: Two-dimensional chaos router diagram.

the buffer space is off of the critical resource path. messages in the queue do not block messages
behind them. Messages enter the queue along a separate crossbar whenever they have been denied
access to any profitable channel long enough for the entire message body to have arrived in the
input frame. Also. in order to prevent deadlock, when a message is read from the queue into the
output frame for channel i and the input frame for channel i is full. the message in the input frame
s immediately read into the queue. Messages cannot enter the queue from the injection frame anl
nessages wnich are awaiting the avaiiabilitv of the ejection buffer do not eater tne queue. as they

'ill be consumed by the processor. Whenever an output cnannei that is profitable for a mnessaae in
•ie queue becomes available. tme first message in the queue which can use that ciiannei is sent from
;e queue through another crossbar to the output frame for that channel. When several messages
-an profitably use a channei at the same time. priority is given to messages in tie queue (in FIFO

order): among competing input frames messages are chosen randomiy.
A critical situation occurs when a message is specified to be sent to the queue. but the queue is

completely ful. In such a situation, a message is randomly selected from the queue to be derouted
along the first available channel so that room will be created in the queue for the ,iewiv arrivinte
message. Derouting provides an additional factor of adaptivity to the chaos router and allows ;he
use of a packet-exchange protocol for deadlock prevention iNS891.

4 The Network Model

The performance of different routing schemes varies much according to the model of he networm
being studied. For the studies of chaos routing. we use the following network moaei:

.the network is a re_,ular two-dimensionai network of bi-connected noues. Between each pair oi

=.



adjacent nodes in the network there is a channei consisting of control wires and a single data bus.
-_ -.. The data bus is shared between the two directions, with arbitration occurring between message

-boundaries. The messages are fixed-size packets consisting of a header and severai data words.
The width of the data bus determines the size of a flit which is the amount of data which can be
ftansmitted over thedata bus in one cycle. We parameterize the packet size in our studies in terms
of the number of flits per packet. L. Thus. for a 16 bit wide bus. a 20-flit message would contain
d- 16-bit header and 304 bits of data. We constrain our experiments to messages of size 20 flits.
which is consistent with existing multicomputer designs.

We study the two-dimensional mesh and the two-dimensional torus in this investigation. To
judge changes in performance with network size. we compare networks of 64. 256. and 1024 nodes.

5 Routers Studied

'W e study three routers in this paper: an oblivious router. the chaos router. and a deflection
iouter. Most current nulticomputers use some variant of oblivious routing. We ciose a virtual cut-
zlirough oblivious router with input and output queueing to provide a baseline for current routine
ec hniques. We provide results from a deflection router based on fFS91I to provide another baseline

-for comparison. Finally. we study the chaos router as presented in Section 3.

5.1 Oblivious Router

The oblivious router studied here is based upon the Kermani and Kleinrock fKK79 virtual cut-
-through router. Specifically, the router consists of a set of input and output frames and a crossbar
switch which connects each input frame to every output frame. Each channel has one input frame
and one output frame. each capable of holding exactly one fixed-size message'. The injection and
delivery channels also have an input frame and an output frame. respectively, which are connected
'o the crossbar as well. Operation of the router proceeds in virtual cut-through fashion: whenever
a message arrives in an input frame. it is immediately routed to the outiput fiame for the next
i'hannel on its path to its destination." if that output frime is available. It is not necessary to

receive the entire niessage in an input frame before the header is sent to the output frame. If the
output frame is not immediately available, the message wiil wait in the input frame until it becomes I
available. ilocking any messages behind it if necessary. Operation of the channels proceeds in a,

similar demand-driven fashion.

5.2 Deflection Router

Deflection routing is an adaptive routing scheme in which messages arriving at a node are guaranteed
to leave the node in the itext rtuting cycle. An attempt to assign each message to a channel which
reduces it distance to its destination is made. giving preference to inessaces with only a single
profitable direction. followed by randomly assigning any remaining messages to the remaining free
outgoing channels. rhe .,cieme does not quite fit the network model presented in Section .

'For the oblivious ,orus r3uter. virtual channels are implemented by giving each physical channel two input and

output frames.
Since this is an oblivious router. there will be only one possible output channei at eacn routai step. In order to

prevent deadlock. the channels must be traversed in order of dimeitsion.



as channels must always be available and. th;:s. cannot be shared. We compensate for this 1,v
dlivi'ding each deflection routing channel into two uni-directional channels of one half the width
o- the chaos and oblivious routers. Also. the deflection protocol requires that all the headers of
incoming messages arrive at the same moment. which is generally accomplished in their network
"models by using very high bandwidth channels capable of transmitting an entire message in each
flit. Since our model includes multiple-flit messages. a routing decision may occur only once an

* entire message arrives at a node. resulting in a store-and-forward technique without virtual cut-
-thrugh. Finally, in the analytical moc , presented in fFS91]. all messages which arrive at a single
destination node are removed from the network at once. In our simulations. we limit the delivery
capability to the bandwidth of a standard network channel (one flit per cycle), as would be required
ii a realistic implementation.

-6 Traffic Models

In or(?er to compare the reiative performance of the different routing schemes. a s,-ntetic workloaa
is applied to the simulated network and performance measurements are taken. 1The choice of the
workl6ad is critical when trying to compare the schemes. We provide simulation results for two
"vbrloads: uniform random and hot spot traffic.

6.1 Uniform Random Traffic

For uniform random traffic. each node presents a message to the network with a destination chosen
uniformly randomly from each of the nodes in the nvtwork. The time between the presentation of
messages is chosen randomly with a mean time based on the simulated applied load. The load is
presented as a fraction of the maximum load the network could handle if there were no resource
conflicts. This is computed as the point at which the utilization of channels cut by a bisection of
the network reaches 100%, assuming each message crosses this bisection with probabiiity 0.5. If all
,:hanneis of the network were utilized 100',' of the time and all messages traveled on the shortest
paths available, this maximrum throughput would be obtained under unihorm random traffic. *rhe
maximum applied load is then computed as the minimum inter-injection period for each network.

For the network model presented in Section 4. where one flit can be transmitted across a channet
in one cycle, the minimum inter-injection period per node is A v''L cycies for .V-itode meshes and

V±JVL for .V-node tori with messages of length L flits.

6.2 Hot Spot Traffic

Although uniform random traffic is a natural model of network traffic. many applications used on
multicomputers create message traffic which has several hot spot nodes that receive considerably
more traffic than the rest of the network. We attempt to model an abstract system by a synthetic
load consisting of the same injection load as uniform random traffic. but with the destination
distribution skewed in the following manner: ten "hot" nodes are chosen at the beginning of the
simulation. each being four times as ikely as the other .V-10 nodes to be the destination of a
message. Thus. these nodes become hot spots which could represent nodes that are used for
synchronization or locking in a nmulticompter application. The total loadiin, of the network is [he
same as for uniform random traffic.

(i



7 Simulations

Simulations for the networks and routers studied were conducted using a flit-based simulator writ ten
in',C. The simulations were based on the cycle time unit. One cycle is the time necessary to transmit
a-single flit across a channel. Routing decisions can be made in a single cycle. Thus. if a message
header enters a router at cycle t, it may enter the next router as early as cycle t + is.

Simulations were run by applying the simulated load to the network in a continuous manner.
" Statistics were computed in intervals in which each node of the network has injected at least .50

mnessages. Average throughput and average latency were computed for each statistics interval and
'convergence was determined when the standard deviation of both of the measures over the most
receit five intervals were less than 3%. The results presented here represent the averages and
"tafidard, deviations of 3 to .5 runs.

Thestatistics reported here are the average throughput of the network normalized to the max-
nimum thruc-.put under uniform random load and the average latency of messages in cycles. We

tiefine latency as the time from presentation of a message to the network until the messaee has been
completely removed from the network at its destination (notice that this does not include source
qeueing time).

-8 Simulation Results

.A-\sdescribed eArlier. simulations were performed on mesh- and torus-connected networks of 64. 256.
and 1024 nodes using random traffic and ""hot spot" traffic for each of the three routing schemes
tidied. The average throughputs and average latencies are reported here.

To gauge performance. we concentrate on the high-load throughput and medium-load latencies.
For low loads, all routing schemes are able to deliver the entire applied load without difficulty. The
point at .which the network saturates and the network is not able to keep up with the applied load
is the interesting point in this case. Also. the shape of the throughput curve above saturation is
hripOrtant - i.e. does throughput ever decrease with increasing appiied load? Latency is a more
critical issue during lower load periods. At loads above saturation. since the network cannot keen
iup with the load applied, the latency of messages which do get through becomes of oniy peripherai
interest. However. when the network ;- operating below saturation. it is latencv chat is the criticai
igure of merit. Thus. we will consider throughput saturation points and below-saturation latencies
as the figures of merit for the networks studied.

We present full throughput and latency curves for 2.56-node networks with chaos and oblivious
routing. We graph only throughput data for deflection routing because the store-and-forward nature
of the router results in especially high latency figures. Since the shapes of the curves do not differ
appreciably over different network sizes. we present only the 100% load throughput and 50% load
latency points for other size networks. The raw data is given for all networks in Appendix A.

8.1 Mesh networks

For mesh networks under uniform random traffic. all three routing schemes give'similar through-
put results ( Figures :3 and 4). The throughput reaches 80-90% of the maximum througihput inl each

-For the deflection router, since the entire inessage must be received before traissnioi eau begin. a niessage
entering a router at cycle t will not leave until cycle t + 1.,
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expected: the additional ihardware eives little or no benefit anuder random loads. This is tie re-
iult of the large hot spot inherently present in the center of mesh-connected networks (Figure iI
which creates a substantial barrier to cross-network traffic. While the oblivious router sends mes-
sages straight through the hot spot. even if slowly, the adaptive routers attempt to route messages
around the congested center. However. since the area is so large, messages tend to bounce around
the periphery for long periods of time. resulting in very long paths from source to destination.

When hot spots are added to the mesh. chaos routing becomes distinctly better than oblivious
and deflection routing for small networks. with the benefit decining as network size decreases
(Figures 3 and 4)4. This can be seen as the oblivious throughput increases with network size while
the chaos throughput remains relatively stable. For small networks the oblivioiis throughput is
especially low. resulting in high latencies from the additionai congestion. This behavior is due
to the fact that the central hot spot presents a more formidable harrier in larger networks - 'or
small networks the ten hot spots influence the traffic greatly and the chaos router performs better.
but is the network grows. the central hot spot dominates the traffic flow and tlhe oblivious rouer

'Data is not currenv avaiiable for the 6.I-notie deflection ronter



Perfourmance improvPs. Thus. for smaller network sizes. the adaptivity of the chaos tOuter p~rov'es
useful in the mesh. but this advantage diminishes with increasing network size.

8.2 Torus networks

ror toruis-con: ectea networks. the chao.~ router erforms significantly better thi ,a both the
oblihious and deflection routers in all respects (Figures .5 and 6). Since a torus is vertex-transztim.
iie. the network appears the same to every node. traffic is uniformly distributed throughout the
network. unlike the mesh. This translates into a performance advantage for the civios router.
which allows messages toue h ntr ntrk without the constraints of oblivious dimension-

order routing. The chaos router achieve- near-maximum throughput uinder randomn t,,.ffic for all
iietwork sizes considered. while the oblivious and d~iflection routers top out at 5-5-70%L~ pertormance.
Again, the latencies remain low for low .o mnedin:., loads. indicating very superior performnance.

A disturbingproperty of the torus oblivic ks router is -.ie maximum throughput i achievedi
at less than the maximum load. This is I1uc no a "stuibance of the vertex-tranisitivi~y of the

etwork introduced by the addition of deadloL. [),ev,., 'on. Since the vita-channel dleadlock
P~revention~ scheme appliedl jDS$71 distingui~shes certaili nodes as -special" in order to oreak cycles.
the uniformity of th.; ntetv- is broken aud hot spors are introduced at high loads. This results ill
the, degradation of throlit' -. t as '-nad is int . ned. The chaos and deflection routers preserve the
uniformity of :he ntetwork -)nd (-*. not exh,ut. .. ~behavior.

V For hot spot traffis'. the - taptive routei s pf rform well and he oblivious router suffers an earlier
leveling of throughpi~t thar. with rnndoz i- :~ The advanta e of chaos routing is clearly apparent
here. as throughput _%4 I,,_teif': a~e only niv inka'iv ;4fected '0v the non-uniform traffic load. Overall.
the chaos router is cle~ry., ilor to :hie --iiviou. ai ft eflection routers for- the torus network.

9 Conclusions

We have presented aro-ditneiisional v..riaiit of the itypercube chaos router ana shown it to be a
2Iable router. The theureticai foundationis of tht. two-&-meitsionai router have neen presented. A
working design of hie *iLaob router nias been aiven %hich ib capable of competing '.%ithi oblivious
routers for critical-path .-crnplexitv. Th- nerforrnance of the chaos router is comnparable to oblivious
routers for meshes wvidi randlom trafF- and better with hot spot traffic. For torus networks. the
chaos router p~erformns miuch better tha1m the ob~livious and deflection routers.
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Appendix A: Numerical Results

Data tar 64. 256. and 1024-node mesh and torus networks with uniform random and hot spot traffic. Statistics

presented are the means and standard deviations for normalized throughput and latency over three runs usini
different random number seeds.

64-N'ODE MESH (UNIFORM RANDOM TRAFFIC)
Chaos Routing

l ~oad I lU 125 1 40 1 50 i 60 70 - , 0 5 5 :.0 j.
mean xvt I01i 1 24.98 I 39.94 1 -4.84 1 40.121 70i16 80.02 185.36 8862 1 90.44 1 ,Q813
itd xpt 1 00 00 ,0810.05 0 13 1 0.14 0.21 0.4411,56 *)61 . 11

:nean tat 28.10 133.46 1 41,21 1 49.17 T 61.29 i 78.87 11052 142.07 I 1T737 213.52 22 '28 i
't __.75 t;021 ____IJ4i 0
sttd fat 1 0.13 1'031 1 0.2i71 0-2 1 0.99 1 3.04 T.s _ o ! 7 I 384 , 401

Oblhvus Routing
1' load 0 1 25 40' 501 60 70 o So 80 ] 1 ?o 1 -.. i ! 00

mean xpt 110.00 25.00139941 49821 709.614 6 1 84.021 8624 1 8678 V '
.Std xpt 0.00 00600 ' 008 ] 007 0. S i 0 i 1.45 i 1,0 i 7),70"
mean lat 29.00 3458 43.081 3097:64.87 84.53 140.30 228.21 1 281 70 297 65 1 32407 1

-std at 0.06 125 i 036 1 O5 1 1,62 l 5.03 1 156T :837 1 J115 1 .147 I :295 I

Deflection Koutin_

70 load, 0 10 2 .0" 50 I 60 7 70 . 0 I S5 I .,0 3 .3 00 "
Smeanxpt 10.00 I 24.74 1 40.00 i 49,94 1 60.26 I '986 1 7.52 i 77 14 I 76 72 I 77 18 1 --720

'MidXot 1 .•00 13OS ,09 1 1.15 1 116 I 091 2 "17

mean tat 275.85 1 282.89 1 2798 I 313.65 1 34496 1381.67j 1443.72 1 459 15 I 465 28 I 46682 1 46558 1

t std lat. 1 1,39 9 45 ~77 1231j .376 !940 1 6i82 14.14 1 235 2.3 5 7

256-NODE MESH UNIFORM RANDO&' T! ";,I
Chaos RottipqCh load 2510 ? 1 40i .50, 60 0 0 I $S i .' o . 30

'mean xot I 10,00 1 25.00 i 39,92 1 M 9 r) 69.90 I P0.00 1 84.02 1 56 54 I V-12 _ ,0 42_
std xpt 00 I - 01 00 T 04 . 3 0,06 ' 0 14, 1 0.50 i 342 1 t32 '3 ,

mean lat 1. 35.01 1 43511 10 1 3o 31.11 1 121,41 1 204.12 I 287-84 1 338.427 3201 4-5016
.,stdIat 0o,0 1 . 27, 11 T-J.59 1 I29 U.81 4 1 12.59 15421 17 S

Oblivious, Routing. 6
'load 0 t 5 30 80 5 9 t__

mean xpt4 10.0 2500 139.94 1 49 9 372 1 69,74 7996 85.04 1 68.00 $ 8.62 1 89350
- std xpt [0200 0.00 .')]5s 0f.0 4 1 0.21 014 016 1 06 20 1 ')67

mean fat 36.54 43 92 55 16 I1 66.08 81.98 110729 158.84 235.17 1 43644 1 3733 1 571 43 1
std lat 0,09 ~o 10 . . I 3 72 1 t 5 4 55  4199 ,T3o t .216 1

.Deflection ROuting _[ % load 10 25 40 1 .50 0 70 80 1 85 : O 95 100

]mean xpt I 10.00 L '.14.80 1 4006 1 50.02 1 i9,92 I 69.70 I 78 16 1 31.38 i 1,.2 I -82 22 (2 14 It . sxp '0.0 0900.1 0.0-5 0 907 1 0 4 !0.14 !1 (9 1 3 77 3 11 70 1 133 . *30

mean iat 1 489.65 1 4855 1 3562 I 53311 1 568.28.1 63584 1 74573 1 117.43 88550 1 A63 I .-:14.57
to lat 109 I -,7; .70 232 I 2 5 ! 460 :9.89 :3 70 ,24 1 ".31, 851

1024-NODE MESH (UNIFORM RANDOM TRAFFIC)
Chaos Routing

joad I1W01 23 1 40 1 50 1 3 io 70 i, so i' '0 5 0

1 manx~ 0 125,0 4.0 149, 90 1 3993 1 69 80 1 20 1 82731 5 67 ' 1-30-1 -117
.std xt 0.00 I lt,00 1 0.00 1 00 0.05 i 0 14 1 008 1 ,)09 1 -'-,33 ,16 29 !
mean lat 1 4.39 I 2 44 1 83,58 1 106,55 1 143,91 I 211 04 42691 3 .59396 1 56 1 818,04 -2075 1
stdtat I 0.04 1 004 1 ,21 t 089 J 1.03 i ?.25 1 15.3U I Q73 1 3 27 4 :46 :,385 1

Oblivious Routing
load 1 0 1 ?5 ! 40 1 .50 0 1 70 SO .5 1 o .5 - 00 ,

meanxpt ! 10.00 1 2500 i 4000 ? 49.901 3990 3980 1 79.70 1 85.00 I 39.97 1 '220 1 .'217xo 0.00 1 000 1) 0, 00 % T7

stdx~ ~ 30.00 0 00 3.,00 1 (.22 1 000 1 -.1 .3, 2
mean lat 1 51.32f 61 30 1-629 91 31 i 11302 1 146.76 I 20753 I 271 39 I 421.14 " !0724 , .3I

Std lat 0.07 ! , , ' ,33 t 25 71 102 0.0.20 ,0 I 8.02 ,1144 , '31 1
Deflection Routing_

%load 10 2 20 1 40 1 .50 0 70 1 so 5 .A) .5 1 :Oo

mean xDt i 10.00 1 140 . 41).00 I 49.98 1 0,06 1 69.68 1 7,32 ' 8210 394 '448 I 8412

I stdxpt. 7 0.00 j .o0 I 000 I 004 I S 03 07 1 0.12 1 941 :129 20 i '10

lmeanlat 1594 1 ,2198 1980 i J7549 1 i'J279 1 1173051 138115 154698 :,39688 1 17973 i 181387.

Itdt ' 085 71 I 1 :41 i 38s 2 35 1 72 6 449 2"?23 2393 743 3 (34



64-NODE MESH i HOT SPOT TRAFFIC)
ChaosRouting

loao 10 5 40 50 ' 1 0 i 70 1 i01 *55 0Q 1.00
".mean.xot 10,00 I 2498 1 3990 I 49,94 1 60,00 1 69 94 7 79 16 1 80.66 I 8232 .85 32 I *1382

$td XDt ] 000 I )04 1 000 1 J08 1 v21 1 0.54 i -. 41 I .J.53 1 4 i6 I 4"78 1 i .8
Imean fat- I 2S.24 1 34 06 142 23 1 512.41 1 6738 1 35 31 1 148.70 1 205.85 1238.93 1 M6.89 1 .107.3s

tdfat . 0.20 1 020 065 0.88 527 1 1563 I 30.15 1 56.41 1 56.55 1 4280 I ,"44
Oblivious Routing
, .-.- load_ 602 40 50 85 I 0 .5 .00

00mean xpt M10 124.98 39.94148,70 5734 I644 59.98 62.04 61.92 1 6300 I "1 36
Sstdpt o. 1 004 1 0.05 2.1 5. 5,59 1 742 663 1 '3.97 1 347 1 65

mean 1at i2.04 13527 146.74 18M24 1 146.34 26.72 346.68 360.21 1388.57 1399 17 1397321
std fat 1 J 08 1i 8'.60 56.14 .0.48 25.55 1 39.23 1 8S.99 12.95

256-NODJE MESH (HOT SPOT TRAFFIC)
, C.as Routin i  -_______.5_

MadI g T10 2 -5 1 40 501 60 70 80 s S5 1 o O .Ou
mean xoc I010 10025 00 1 39.94 1 4990 1 59 72 1 6980 '79.98 14.06 S 6.58 I 96 88i ) 32

Ftd '.00 J1 0.05 190V0.04 ,)00 1 0,12 ,l .48 )38 i 54 I 65
i ,mean at I'3. t 3,=1 T .56.29 1 9 47 1 88.99 1 25.68 1 209.44 1 -80.39 1 347.62 I 410.86 I 46 2.55

Lstd lat 1 3.04 1 016j 044 1 155 1 2.14 1 195 13.81 i 585 1 15.35 I 13.42 1 !!135
Oblivious Routing . 01.
I- "o load V 5 1 0 23 1 I 1 7 o 0 1 t.o : ,.5 i 10of mean xp0. 1.OO 0 1 39.9. -74.s 1 -59 ' 1 158.86 1 72.9S T3.36 , -.3417268 174 18

rstd!xPt. 1"O ,o 1 0 Q010,04 1 0.04 1 0.081 2.03 30 1 392 *31 91 4 2
f ~mean Eat 1 ,6 i 0 89 '785 I 86,33 1 146,17 1 404,74 1 475.77 1 540.07 1 654.20 1 ;9 07

":stdlat I 009 t ,o I .132 I 197 ' 165 1 5182 120.18 120 I .55 1579 .4,17
Deflection Routing.

'74 loai 10 1 23 1 -40 51 30 70 I8 85 1___:0
S.meanxpt p 10.00- 1 24. 80 4004 1 .5000 1 7540 I-61 774 1 78.7-7 7t1
Vstd xpt 1 000 1 0 I 705 009 1. 072 J'2 I 3.38 1 534 1 440 I

mean fat . 491 79 1 .501 02 5 i19 76 ! 541 66 1 580.57 i68gi11 ,77 870.31 1 904.49 ;:17.06 i 914,57 I
F7 sat la . 43 i 156 I'34 - 1 34, 1 10.91 64.37 1 47 1 6354 1 85821 70.19 1 1 42 i

1024-NoDE MESH (HOT SPOT TRAFFIC)
Chaos Routing% load 1 0  2 5 Tj 0  ; 50 16 70 80 85 0 1.5 100
.-mean xpt 0.00 1 25 00 140.00 49.90 59.SO 6970 '9.30 82.63 15.1 ' "7.83 8.83 i

std xpt j 50 0 7J1OTOO -5 000 0.1 00 0.19 [00 0.33 1 0 25 3 04 1
mean Eat I 1.46 6 2.68 83.90 10.9714448 1 212.02 433.12 593.56 7 01.25 81.30 927.16
.std lat 0.07 0,04 1 0,17,1 0.65 0.45 1 3.85 14.46 5.52 1 535 1658 :;,,418

Oblivious Rou tg . .___
"loadI.10 125 0 50 70 80 1 85 i .0 I '5 i 00

meanxDt I 10.00 1 2500 40 0 0 149 901 59 90 1 "98 7990 I ,54.07 1 8517 1 14.53 I S567 I
.tdxt .1 '100 I ,,0 I '00 I '000 I 00 I 0.00 i 022 "0816 i 2.37 ! 1. 3 I :78

mean Eat I 5131 1 "130 I 7618 I .*1 44 I 113.14 I 14851 1 211.49 I 418,361 '361.83 I .52.56 I 1)31.71; 1
$to [at , I' , .131 2 3 55 ' 61 I '.8 I .,- 93 I !384 I 5.30 I , .34

Defiection Routine
-7a" oa 10 .0 , 0 10 , 20 070 , 0 , .05 .) 1.5 600

,'-nean xt 1 1000 ''90 f ,'92 5000 I 0.06 1 3956 1 7.00 I 11.62 , Q3.58 4 14 S408
1 std xpt ,) 0 '00 i ,.21 I ).00 I ..05 I 908 030 ).42 ').5 I .28 '.28

e lat 7 '61 -22 19 1 "-486Ii1 '7643 1035 11I 1 179,02 1 38808 1 .521.52 I .,7259 i 173257 I 160090 I
itdlat 12 8 8 25 1 77 378 19 358 '2.-2 i .4" .132 I 5.46



-64-NODE TORUS I UNIFORM RANDOM TRAFFIC)
Chaos.Rout-

I load I 10 1 25 1 40 ! 50 1 0 7 ! 0 i -5 ,1 5 1 "
mean xpt 1 10.0 1 ?.4.92 1 39,80 1 4 78 1 59 70 I 70.38 I 7 80 1 1528 1 -0 48 , .,2 74 I _Q 30

St.1s 04xp 0.0 0 1 0.15 1 J 17 1 ) 1 030 1 050 10 1 : 29 ,57
' q" me.33.42 I 4234 1i 51i3 1,662 1 S2.74 1 11327 133.73 18385 I 1362 1 21'24 i
1 St= dtat i 0. o 6 3.60 1.09 U 1 7 1 369 1 40 i .4 , 0 65 , 436 I 455

Oblivious Routing
-,-'7o load.I 10 1 25 40 50 1 60 1 70 1 80 i .85 9 1 .'5 1 100
miean xpt 410.00 [ 24.96 39.82 50.02 1 5968 169.86 3 .8.86 j6648 69 3.~I62

std xpt 0.00 [005 0,07 0,07 1 0.07 0.64 1.09 08! 130 1 41 0 69
.i mean1at 27.94 [4 1 57.721 7729 136.69 206.291 212.02 213,10 215.97 22485 I

Lstdlat 0.06 3 0.4 1.39 J 3.23 110.57 5,77 1 349 5.61 161 6 .59
Deflection Routin

__ load 10 25 1 40 .50 1 0 70 1 80 1 5 1 '1 I 5 I :?1 S I

mea xp, [.992 250 T 99 C4914.72 1.638 135 70 15578 1.5584 L4 79 '
04dxpt 0 0 .10 1 0.05 019 056 I !.30 1 0.58 112 094 1 29 ! 098

mean lat 22681 264.54 1 30713 1 354751 35724 359.80 35932 I 35815 360 45 361701
Sstd lat j 080 1 09 083 1" 74 517 2,20 1 3 19 I 382 1 09 3 15 321

256-NODE TORUS (UNIFORM RANDOM TRAFFIC)
Chaos 116Ain .KL.%.load 10. 1.25 i_0 150 1 0 70 80 ,65 - 0 .'5 .0,
1 mear. 10.00 S,00 -39.90 1 -9.80 i 59.84 I 69,82 I 79.98 15 24 1 90_00 1 75_04T j 72 8

. _ 0,00 70 000 00010.19 1 035 1 0 16 1 023 0 021 1 010 i 3
t_meanlag 32.60 1 4141 1 5449 1 6721 1 ,682 I 112.631 15889 1 190,83 1 23616 1 33506 I 15256 I

SstdIa0 049 0 )68 1 1.47 I 57 40 i 4 22 I 1.0 76 1 39 1 -" 1
Oblivious Routing
I7,1oa 1 0 - 25I2 1 401 W01 '50 70o so8 Si0 1 .5 10 '.'j o
mean rp t 10.00 2500 1 39.90 1 19J8 1 5 74 1 69.14 1 62.80 160.12 1 5.36 1 3.94 .5682 1
'std o1 0.oo ooo1 ooi , .19 I 099 2 68 1 458 I 2.45 1 2.4 1 126
Smean4lat. .11 43.78 59,69 1 7675 1 103.82 17507 1 37154 1 35340 I 386.08 I .79.63I 33029t
sd a 0,03 Q07 1 0,56 1 114 2.03 1 9.58 1 5428 1 :524 2.03 42.25 3 1 397

5Deflection Ro-n
,:% load. 10 - 70 i 80 1 85 I 90 I .5 100
'meanx 9.92 502 1 40.00 49.96 1 6012 6.5. 65.76 6624 1 66.12 1 3620 I 6616

stdxpt 0,04 )04 ! o.oo 005 0, 12 0.49 0.591 062 010 1 048 .558
mean lat 8495 39764 41945 44 87 4989 10092 10444 1 603 48 I 603.96t l 8 58 , 1. 141 i. 454 -_'5,.. 3,10 1 1 24 1 260 1 2. 0 1 ":256

1024-NODE TORUS (UNIFORM RANDOM TRAFFIC)
-Chaos Routin - -

I oad I i0 1 25 1 -10 1 50 i ',1) I 70 i "0 1 .5 :.90 I " ,0
00ean xpt : 100012300 I 39.90 1 49.90 1 5;.63 I 6933 I 79 90 I $3.03 I ,$993 520 f 30

r-mean xt 1O~ 10 0 856 ~ . 4 .03 1 69 93 .~
____ 0 i p .00.410 1 0.00 1 F 00 f ) 05 1 j 05 1 'J081 i 3 J,95 12 .1 1 'Imeanla. I 43.23 5736-1 7750 I '7 .44 1 26 13 I 17039 I 245.77 30439 I J8402 1 32687 I ,'!.834 1td T O 2 00 '!t )6i,.3i:" 74 i044 :.7i J34 , 3 05 .31

)bhivious.Routini

i aoa 0 .5 01 30 -70 7 70 io , , , .,5 ,0o)
mean xpt 110.001 2500 I ,39,.0 I 4. 80 1 5. 60 t 69.43 i 72,73! 54 67 iI 5467 3540 1587
istd xpt 0.00 Q0 0001 000 J00 1 1,33 i ! 18 1 3 U '223 I 2 77 7 I.8
mean lat 1 45,64 1 5,.S80 1 30651 1I04 0 I 13768 I 199661 -441 70 1 640 12 1 738 73 1 7,68 161 ...55 01
stdlat ; 003 '.5 020 1 48 1 -.2 :36 1 197 -IS 51 I :3194 1 14623 , 755

Deflection Routing
. % load '0 !"35 i 40 50 I .0 70 I 0 , S5 o '0 ! .5 100
meanxpt 10.00 -4 80 40.03 .5000 5993 93 7167 1 7167 7 1 71 90 7183

O oo2sI 009 309 705 I 16 17
mean lat 704.67 71780 1 742.87 I772ST 218 61 9 T 1086,061 109757 1 .10439 .,0664 I 0 112
std lat 0.15 i 38 i 50 I 1 .49 5.61 17 :21 ) ,7

• .= =3



64-NODE TORUS (HOT SPOT TRAFFIC)
Chaos Routing 14X delivery ratei

7 _ 0_d ! o 5 1 10 -, 50 1 60 70 1 o0 ..3 1 , .3 ,.-0 I
mean x.t I 10.00 I 2493 1 39.97 i 49.70 1 .59.57 7000 1 79.30 1 3 33 1 83 60 1 .6 23 I 66 60 I
stdxpt 1 0,00 1,005 ( 012 1 0.16 I 0.25 1 J.45 11 30 1 :39 1 2 T ... 7 :3

mean lat ..26.78 13290 1 4186 I .04 -35.7, 1 S791 1i26.36 1 :46.04 1 172.60 I 185.32 1 :0755 i
std lat 1 0.05 1 0,0 0.22 1 1.201 2.73 1 4461 755 .70 1 12.09T :1 , 231 i 20

Oblivious Routing 14X delivery rate)
______ 0oa 8 0s 5 1 .4 -r2 00 60 11 701.5 1 100
mean xpt I MO 1 24,931 40,00 1--M43 1 4650 1 47.40 4730 4783 1 49.40 4727 1 30.90-1

std x 00 1 005 1 008 1 3.U7 1 4.81 1 4.62 5 53 1 2.01 I 2.S4 1 1.60 i 321 I
mean lat 128.10 13625 1 55.77 1 15288$ 1 251.78 1 280.01 282.25 1 283.16 270.38 1313 90 1:87 63

std lat jO.
0 4 1 022 I 1 86 1 53.41 1 16.69 I 27.64 26.12 i 770 27.60 1 14.48 I :6.87

256-NODE TORUS (HOT SPOT TRAFFIC)
Chaos Routing

S -oa t1o 25f 4 0 1 . 1 o60 0 £0 5 90 'N 1 5 10o
meanxpc 1. 2500 1 39.90 1 49.841 59,86 1 57.88 76.20 7 96 1 83.16 1 86.48 I .10

0.00 1 00 1 0.08 I 0.20 ! 4.35 1 735 i 1013 I 12.78 I 1405 ! 1296
mean tat t 32701 41 73 I .55.31 1 69,05 1 8925 I 159.46 I 221.82 I 274.74 I 337.27 I 421.60 i .504.57 I
stdlat C 010 I 016 I 050 I 097 I 1 77 1 84.49 1 106.18 1 13405 1 146.58 1 10828 1 $281 1

Oblivious Routing
1 7load W 12 40 I 0 60 70 80 SO .5 1 '0 ~ . .00 1
mean xpt MO 20 3.91 .49 90 .57.30 1 58.14 15646 t 5704 1 54 94 1 .57.86 1 73
.stdxpt 00 '00 100 I ),17 [ 3.08 1 2.53 I 060 42 i 238 i .202 S )86 I

i mean;lat 1311 4421 ,'i 0 2Sf I7857 1 38371 1 418.91 i 42415 50158 :1787 ,44; I
sta lat 006 I '.2 '2 2 1 1 63,39 1 39.07 1 3433 1 440 I 3084 1 17:5' i1 I

Deflection Routing
!Ioload W i 15 40 50 - 50 I 70 o5 , ) 45 oo

mean xpt. I 92 1 25.02 1 33.42 1 -1688 50.24 1 51.64 1 53078 1 38 149.88 i 681 lid 15
stdxpt 1 0.04 0,04 1 3 ,21 5.99 J I 63 721 .366 - ,;25 ,0O I 77 I ' 9

r, mean at i 385.55 1 401 10 I 537194 j629,5 I7751.5.68 77772 ! 750.42 I 821.97, 73835 i 75.3330
st lat , 0.63 I '.", I 73.81 1 23934 11S.24 1 10044 C 109.44 I 63.96 1 189.35 i 114.82 I 72.11 I

1024-NODE TORuS (HOT SPOT TRAFFIC)
Chaos Routin

%load 10 1 25 -40 [ 50 60 ' 70 S0 1 90 ! .5 100
mean x0t 10.00 1 25.00 3990M49.90 .59.67 69.33 7..20 ! 8.5 10 1 M0.00 I 05.27 1.8.33 1
std xpt 0.00 1 000 1 .00 I 0.00 1 0.05 0.05 036 I .08 08 08 I )21 i 0.31 I

mean lat I 43.21 57 35 77551 98.07 127,03 170.21 242.79 1 304.91 384.79 540.51 900.731
std lat. 0,04 0.11 1 029 1 1.36 1 0.88 044 . 122 I D9 1 1.30 I 11.49 29,34 I

Oblivious Routin
[- 7loaa 1 i0 1 33 , 4 50 ; 30 I 70 1 S 0 1 ,5 30
Smear xvt j_ 1000I '2500 j .390 I 4980 1 59.60 I 69.90 [ 57 23 1 5537 i 54.80 I 360 I 467 1

std xIt I ')00 1 ')0 I )')0 i '100 1 ')00 1 008 I 3.93 . Z O 1 26 4 I 1 77 1 't3 I
mean tat 1 4564 1 5894 1 N1 03 i 10404 1 14051 1 225.90 1 640.021 -"70.64 I 63284 1 651 68 '.'6 35 i

1 srdlat ; 0 ' 7 .'301 ,,3 I 3.6 1 :2.71. 1 :07.53 ; :14.69 1 7. 921 1 1 1 '1 68 1

Deflection P-'._ _

K Toaa 1 .0 . 3 -0 I 50 7 '60 70 i 65 ' .50 '3 i 0
meanxpt 1 10 I 2480 4000 1 49.97 1 5990 I 69.43 I 7127 71.13 1 7:10 1 7133 I 71 33 I
, ta pt '02 '14. ;,0 10 09, 000 I 0.12 5 ' 131 . 1 1 -, 12 1 1) 1
meanlat 7458 i 7:789 1 74463 I -74 71 826481 046766 108728 1 :10265 ' ,0872 1 12.37 1 1115.66 1
td lat f a70 I .8 ; .31 , 62 .03 .94 1 -.7 4 36 23'S, '55 1.83
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Appendix B: Theoretical Considerations

It is necessary to show that chaotic routers are both deadlock free and livelock free. Deterministic
,deadlock freedom is straightforward for routers that use a message exchange protocoi [NS891. The
case analysis for the two-dimensional case matches the hypercube case fKS90].

Deterministic livelock freedom. that every message is delivered after a given period of time.
is-not true for chaotic routers. However. probabilistic livelock freedom - the probability that a
message remains undelivered after t seconds goes to zero as t increases - is true. The following
sketch of th proof mirrors the hypercube argument [KS90].

The message's path through the torus network is described by a sequence of moves. The distance
of a message from its destination is the Manhattan distance. which can be at most v .- I. Cl,, -1iv.
for vN even, every move either increases or decreases the message's distance to the destination.
The probability of moving closer is the probability of being routed p _> E. which is established in a
theorem arguing that a message remains in the multiqueue a bounded amount of time and is thus
subjected to only a bounded number of random derouting decisions (see (KS90!). The probability
of moving further is q = 1 - p.

Let us define a game as a sequence of v/.V moves. Message .l1 starts game i at distance a, and
finishes at distance a,+,. Let 1, denote the event that .11 was not delivered during ganie i and i';
the event that 11 was delivered during game i.

Let Q(i) be the probability that message .11 has not been delivered after i games. Then

QUi) =P(l44,_1..l) =P(li I li.I-3 ). P li-t..ll)

F6r simplicity. let us substitute Fk for Ik..1 211 , 1 < k < i and let us define P(11 Fo) P( 1)
and P(w1 I Fo) P(wl). Then

QUi) =P(1- I F,'-I)'Pl-1 [Fi-2).Pl)()

Clearly, P(lj I Fj-) = I - P(w, I F- 1), I < j < i. In the following we will estimate
P(tv; I Fj-I ). Let -5.k denote the event that message .11 starts game j at Manhattan distance k
from its destination. Events S'J. are mutually exclusive and one of them necessarily happens. Thus

Phw; j F,_i ) = P(wS". .. " FU F .

P(wj F-i) = P(WIS.k F,-i) -
k=I

P(tw, I J) =ZP(W, S$F,- I P(S,k j,, I>)
k=lI

But P(t lv Sj.kFj-l) > thus

P(w i F-) 2: V P(S.kI F.-tI.

Since P( S,.. i F1_1) = = >

POwa, F-j-1), > E.'



P (l, I F ,-1 ) < 1 - (2)

Finally. (1). (2) 0Q(i) ( -EV).

Thus the probability Q(i) that .11 will not have been delivered after z aines. where i - )c is:

lir Q(i)- (1.-C') - 0

Tie probability P(i) that 11 will be delivered after i games. where i - .c is:

lir P(i)= 1.

The essential feature of the proof is the condition that p > e. Since this condition holds for
-meshes on the edges (for the available edges). the theorem has the mesh topoioey as a corollary.
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